Uncertainty in Asset Correlation Estimates and Its Impact on Credit Portfolio Risk Measures

Abstract
Credit portfolio models rely on estimated and calibrated parameters, such as default and rating migration probabilities, recovery rates, and asset correlations. Users of these models must understand how various errors in the parameter estimates impact model outputs, for example Unexpected Loss (UL) or Economic Capital (EC).

Asset correlations estimated using asset return time series are subject to inherent uncertainty — statistical errors — arising due to a limited length of the time series. The main question this paper addresses is how these errors translate into statistical errors in the estimated UL and EC.

We illustrate several properties of the errors using an analytical method. As expected, longer time series lead to lower errors in UL and EC. Increasing the number of exposures in a portfolio, however, can reduce the errors in UL and EC only to a certain degree.

We also conduct simulation studies quantifying the impact of statistical errors in correlation estimates on UL and EC for realistic portfolios. Our studies focus on three types of correlation models — a pairwise structure free model, a single-factor model, and a multi-factor model similar to Moody’s Analytics Global Correlation Corporate Model (GCorr™ Corporate).
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1. Introduction

Models that quantify a credit portfolio’s risk use various parameters as inputs. Examples include default and migration probabilities of the firms within the portfolio, recovery rates, asset correlations, or other measures of correlations. These parameters must be estimated using historical data or determined in another way if sufficient data is not available, such as using expert judgment or utilizing parameter values of firms with similar credit risk characteristics. Estimated parameters may differ from the true values of the parameters, either because of bias or due to uncertainty (also referred to as statistical error or sampling error) inherently present in any estimate based on a sample from a population.

This paper discusses statistical errors in estimated asset correlations and their impact on a credit portfolio’s various risk measures. These risk measures, namely Unexpected Loss (UL) and Economic Capital (EC), are a function of asset correlations among the firms for which the credit portfolio has exposure. Thus, uncertainty in asset correlations used as inputs for calculations translates into uncertainty in the resulting value of a risk measure. In addition to portfolio-level risk measures, we consider uncertainty in Risk Contribution (RC) — portfolio-referent capital allocated to individual instruments.

We can use various types of data sources to estimate asset correlations — using firm-level time series of asset returns or using default rate time series at a level of homogeneous pools. This paper assumes that firm-level time series of asset returns (or other time series approximating changes in credit qualities) are available to estimate correlations.

While the properties of stand-alone estimated asset correlations are well-known, we emphasize the need to understand them within a portfolio context. We focus on three approaches to estimating correlations for a portfolio — structure-free empirical pairwise correlations, a single-factor model, and a multi-factor model similar to Moody’s Analytics Global Correlation Corporate Model (GCorr Corporate). Our first objective is to understand properties of statistical errors in estimated correlations and their impacts on risk measures using analytical methods. Specifically, we examine how the errors depend on portfolio size, correlation levels, method of estimation, sample size, and other characteristics. Second, we conduct simulation studies that illustrate numerically the magnitude of uncertainty in EC due to the statistical errors in estimated correlations.

Portfolio credit risk model developers and users should understand the impact of errors in input parameters because such analysis is an integral part of model risk assessment process. The recent financial crisis shows how improper use of financial models, including unreasonable assumptions and incorrect parameter values, leads to substantial losses for financial institutions. Regulators have published several documents on the topic of model risk in the past. One of the most important of these documents is a regulatory guideline on model risk management within financial institutions issued by the Federal Reserve System and the OCC, known as SR 11-7. The guideline discusses uncertainty regarding model inputs as one of the primary components of model risk that financial institutions should be attentive to.

Existing academic papers relevant to our research can be divided into two categories. The first includes papers focused directly on credit portfolios. Löffler (2003) employs Monte Carlo simulations within the Credit Metrics modeling framework to quantify statistical errors in the credit Value-at-Risk (VaR) measure. VaR is determined using three sets of estimated parameters — default probabilities, recovery rates, and asset correlations. According to their results, statistical errors in default probabilities tend to impact VaR most. However, if the target probability becomes low and the default probabilities of firms high, the effect of statistical errors in asset correlations grows in importance. Tarashev and Zhu (2007) examine how various assumptions and inputs of the Asymptotic Single-Risk Factor (ASRF) model impact a realistic portfolio’s Economic Capital. The authors estimate structure-free, pairwise asset correlations and utilize a single-factor model, which is, in turn, used for Economic Capital calculation. Results suggest that the statistical errors in correlations lead to a relatively large uncertainty in the Economic Capital.

Increasing the size of the portfolio does not mitigate this effect. While longer time series used for estimation lead to a lower uncertainty in Economic Capital, the uncertainty remains notable even for realistically long time series.

This paper focuses on asset correlations estimated from time series of firm-level asset returns. Other estimation methods — within the context of credit risk — include using the default rate time series of a homogenous pool. Gordy and Heitfield (2002), for example, estimate precision of correlations estimated in this way.

---

1. The terms “uncertainty,” “statistical error,” and “sampling error” in an estimated parameter refer to the same standard statistical concept in this document — deviation of the estimated parameter from its expected value due to the fact that only a sample of data is used for estimation. If no bias is present, the expected value is equal to the true value of the parameter.

2. Throughout this document, we use the terms “asset correlation” and “correlation” interchangeably.

3. It is possible to interpret time series of factors implied by default rates as systematic changes in credit qualities and apply the results from this paper. However, implying a factor time series or a within-pool correlation from a default rates leads to further uncertainties, due to possible non-homogeneity of the pool or its small size, and we do not address these questions in the paper.

The second category of relevant papers does not consider credit portfolios as in this paper, but focuses on stock portfolios instead. Various stock investment strategies, such as Markowitz mean-variance optimization, depend on estimated input parameters, including stock return correlations, equivalent to asset return correlations from a statistical error perspective. Chopra and Ziemba (1993) compare how statistical errors in expected stock returns, return variances, and return covariances affect choosing the optimal stock portfolio. The authors conclude that errors in sample return covariances distort portfolio selection less than errors in expected returns. Broadie (1993) uses Monte Carlo simulations to illustrate how statistical errors in estimated parameters lead to large deviations of the estimated efficient frontier from the true efficient frontier. The paper also discusses the tradeoff between using shorter and longer time series for parameter estimation. While the shorter time series may provide more current parameter values, they naturally lead to larger statistical errors.

We organize the remainder of the paper as follows:

» Section 2 motivates the discussion and creates a framework for analyzing the impact of uncertainty in correlations on the uncertainty in credit portfolio risk measures.

» Section 3 relies on the framework from Section 2 to study analytically how uncertainty in credit portfolio risk measures as a result of correlation uncertainty depends on various data and portfolio characteristics — number of observations available for estimation, portfolio size, correlation level, and credit risk level.

» Section 4 presents simulation exercises illustrating — based on realistic portfolios — the extent to which correlation uncertainty affects credit portfolio risk measures.

» Section 5 concludes.

» Appendix A contains derivation of formulas for uncertainty in correlation estimates in a single-factor model.

» Appendix B provides intuition for patterns in uncertainty in estimates of the Risk Contribution.
2. Link Between Uncertainty in Correlations and in Portfolio Risk Measures

This section discusses basic properties of correlation estimates and how their uncertainty plays a role in estimating portfolio risk measures. 5

2.1 Sample Pairwise Correlation and Joint Default Probability

Consider two time series of asset returns of length \( T \) (where \( T \) can represent for example the number of weekly observations): \( r_{1t} \) and \( r_{2t} \), \( t = 1, \ldots, T \). We assume these series are serially uncorrelated and have the same joint normal distribution \( (r_{1t}, r_{2t}) \) for all \( t \). The sample correlation \( \hat{\rho} \) of these series serves as an estimator of the correlation parameter associated with the joint distribution: \( \rho = \text{corr}(r_{1t}, r_{2t}) \).

The asymptotic properties of the sample correlation \( \hat{\rho} \) can be described through its so-called Fisher’s z-transformation \( \frac{1}{2} \log \left( \frac{1 + \hat{\rho}}{1 - \hat{\rho}} \right) \).

If the length of the time series is sufficiently large, then according to the well-known result, the transformed sample correlation has a normal distribution with variance independent of the correlation level:

\[
\frac{1}{2} \log \left( \frac{1 + \hat{\rho}}{1 - \hat{\rho}} \right) \sim N \left( \frac{1}{2} \log \left( \frac{1 + \rho}{1 - \rho} \right); \frac{1}{T - 3} \right)
\]

The distribution in Equation (1) gives us a way to plot the distribution of the sample correlation for various levels of correlations \( \rho \) and numbers of observations \( T \). Figure 1 shows several examples of the distribution.

Figure 1  Sampling distribution of empirical pairwise correlations based on Fisher’s z-transformation.

---

5 Throughout the rest of this paper, the term “portfolio” always refers to “credit portfolio.”
6 We use the standard definition of sample correlation: \( \hat{\rho} = \frac{T \sum_{t=1}^{T} r_{1t} r_{2t} - \sum_{t=1}^{T} r_{1t} \sum_{t=1}^{T} r_{2t}}{\sqrt{T \sum_{t=1}^{T} r_{1t}^2 - (\sum_{t=1}^{T} r_{1t})^2} \sqrt{T \sum_{t=1}^{T} r_{2t}^2 - (\sum_{t=1}^{T} r_{2t})^2}} \)
7 We use the terms “sample correlation,” “empirical correlation,” and “historical correlation” interchangeably.
One pattern that stands out in Figure 1 is the high magnitude of uncertainty in sample correlation for realistic sample sizes. For example $T = 156$ represents three years of weekly time series, which can be interpreted as data used for the estimate of a point-in-time correlation. However, if the true correlation is 20%, the sample correlation can range over a fairly wide interval from 4.4%–34.6%. Introducing longer time series, for example ten years of weekly data or $T = 520$ with the intention of estimating through-the-cycle parameters, leads to a narrowing of the typical interval for sample correlations, but it still spans from 11.6%–28.1%. Given this amount of statistical error in correlation estimates, we want to examine two questions: how does this uncertainty impact credit risk measurement? And does the statistical error change if we move away from a single pair of firms to the credit risk analysis for a large portfolio?

Asset return correlations matter in a credit risk context for several reasons. Defaults, rating downgrades, and credit spread movements cause credit losses, and it is important to understand to what degree these events occur for multiple firms at the same time, thus magnifying portfolio losses. The concurrence of defaults (and similarly other events) can be measured using asset correlations. For example, if two firms have known default probabilities $PD_1$ and $PD_2$, and if they default when $r_1 < N^{-1}(PD_1)$ or $r_2 < N^{-1}(PD_2)$, then the estimated joint default probability (also called joint expected default frequency), $JPD$, can be expressed as a function of the empirical correlation:

$$JPD = N_2(N^{-1}(PD_1), N^{-1}(PD_2); \hat{\rho})$$

where $N_2$ denotes two-dimensional normal cumulative distribution function with standard normal marginal distributions and a correlation parameter $\hat{\rho}$.

Figure 2 shows the distribution of the estimated joint probability for various correlation levels. For a true correlation level of 20% — realistic correlation for corporate firms — and marginal PDs of 1%, and assuming three years of weekly data for correlation estimation, the distribution of the estimated joint default probability ranges from 14bps–69bps, with the true value being 34bps. In other words, the probability estimate could be, with reasonable likelihood, as low as half of the true probability or as high as twice the true probability. While correlations are well established parameters, it is only when we move to the parameters with more straightforward real-world interpretation in credit risk context — such as joint expected default frequency — that the implications of statistical errors become clearer.
Figure 2 Distribution of estimated joint default probability based on sample correlation. Assumption: PD₁ = 1% and PD₂ = 1%.

2.5% and 95.5% Quantiles of the Estimated JPD Distribution

<table>
<thead>
<tr>
<th>True Correlation ρ</th>
<th>True JPD 2.5% Quantile</th>
<th>Data: 156 Observations</th>
<th>97.5% Quantile</th>
<th>Data: 520 Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>0.010%</td>
<td>0.003%</td>
<td>0.027%</td>
<td>0.005%</td>
</tr>
<tr>
<td>1%</td>
<td>0.011%</td>
<td>0.003%</td>
<td>0.028%</td>
<td>0.006%</td>
</tr>
<tr>
<td>5%</td>
<td>0.014%</td>
<td>0.004%</td>
<td>0.035%</td>
<td>0.008%</td>
</tr>
<tr>
<td>10%</td>
<td>0.019%</td>
<td>0.006%</td>
<td>0.044%</td>
<td>0.011%</td>
</tr>
<tr>
<td>20%</td>
<td>0.034%</td>
<td>0.014%</td>
<td>0.069%</td>
<td>0.021%</td>
</tr>
<tr>
<td>30%</td>
<td>0.056%</td>
<td>0.026%</td>
<td>0.101%</td>
<td>0.038%</td>
</tr>
<tr>
<td>40%</td>
<td>0.087%</td>
<td>0.046%</td>
<td>0.142%</td>
<td>0.062%</td>
</tr>
<tr>
<td>50%</td>
<td>0.129%</td>
<td>0.077%</td>
<td>0.194%</td>
<td>0.099%</td>
</tr>
<tr>
<td>60%</td>
<td>0.188%</td>
<td>0.124%</td>
<td>0.259%</td>
<td>0.152%</td>
</tr>
<tr>
<td>70%</td>
<td>0.267%</td>
<td>0.194%</td>
<td>0.342%</td>
<td>0.227%</td>
</tr>
<tr>
<td>80%</td>
<td>0.377%</td>
<td>0.301%</td>
<td>0.450%</td>
<td>0.336%</td>
</tr>
<tr>
<td>90%</td>
<td>0.542%</td>
<td>0.475%</td>
<td>0.602%</td>
<td>0.506%</td>
</tr>
<tr>
<td>99.9%</td>
<td>0.952%</td>
<td>0.944%</td>
<td>0.959%</td>
<td>0.948%</td>
</tr>
<tr>
<td>100%</td>
<td>1.000%</td>
<td>1.000%</td>
<td>1.000%</td>
<td>1.000%</td>
</tr>
</tbody>
</table>

Figure 2 also illustrates the highly non-linear nature of the problem. The absolute and relative magnitudes of uncertainty in the joint default probability depend — through function 𝑁2 in Equation (2) — on the magnitude of uncertainty in correlation, level of correlation, and the PD parameters. Equation (2) thus adds another layer of complexity compared to analyzing stock portfolios, where losses are directly linear functions of returns r.

Having demonstrated the impact of uncertainty in the correlation of a single pair of firms on credit risk measurement, we consider a portfolio containing multiple firms next.

2.2 Uncertainty in Portfolio Risk Measures as a Function of Uncertainty in Average Correlations

Assume a portfolio of credit exposures to K corporates. In order to discuss portfolio risk measures, we leverage a credit portfolio model along the lines of the framework developed by Moody’s Analytics, described by Levy (2008). The framework begins by defining asset returns r_k (k = 1, ..., K) as normal random variables representing changes in the credit qualities of firms between the analysis date and a future horizon. Asset correlations describe the dependence among asset returns of various firms. A specific value a firm’s asset return implies the firm’s asset value and, therefore, credit quality at the horizon, which, in turn, can be associated with a specific value of a credit instrument issued by the firm. Given a credit portfolio characteristics (types of exposures, exposure amounts, maturities, cash-flow structures, etc.) and specific input parameter values (asset correlations, default probabilities, credit migration matrix, loss given defaults, etc.), the modeling framework uses Monte-Carlo simulation of asset returns to estimate value/loss distribution of the credit portfolio at the horizon (e.g. one year). This distribution can be used to determine risk measures, such as UL or EC. Moreover, calculation outputs also include individual instrument’s RC in the portfolios.

We denote a portfolio risk measure as RM (where RM = UL, EC, or ES). From a theoretical perspective, the risk measure can be interpreted as a function f of portfolio characteristics and input parameters. As an example, Equation (3) shows RM as a function
of pairwise asset correlations $\rho_{kl} = \text{corr}(r_k, r_l)$ across all pairs of $K$ borrowers in the portfolio and Other Inputs, which can include default probabilities, credit migration matrix, and further parameters.

$$RM = f(\{\rho_{kl}\}_{1 \leq k < l \leq K}; \text{Other Inputs})$$  \hfill (3)

The correlation parameters in Equation (3) can be either specified as a structure free pairwise correlation matrix, or it can have factor structure imposed upon them — a single-factor model or a multi-factor model (along the lines of the GCorr Corporate model developed by Moody’s Analytics and described in paper by Huang, et al. (2012a)), in which case, the information regarding pairwise correlations can be summarized using fewer parameters:

Single-factor model $- \rho_{kl} = \rho_k \phi \rho_l$, where $\rho_k \phi$ is the systematic factor

Multi-factor model $- \rho_{kl} = \rho_k \phi \rho_l \text{corr}(\phi_k, \phi_l)$, where $\rho_k \phi = \text{corr}(r_k, \phi_k)$ and $\phi_k$ is the systematic factor

In practice, most input parameters are estimated from data and possibly adjusted by expert judgment. Moreover, the portfolio value distribution can be determined exactly only under very special circumstances (such as default/no-default valuation within a single-factor model); typically, a Monte–Carlo simulation is used. Incorporating all the uncertainties into Equation (3) leads to the following expression:

$$\tilde{RM} = \tilde{f}(\{\rho_{kl}\}_{1 \leq k < l \leq K}; \text{Other Inputs})$$  \hfill (5)

Terms $\tilde{\rho}_{kl}$ and Other Inputs represent, respectively, asset correlation estimates and estimates of other input parameters, such as default probabilities. Finally, $\tilde{f}$ approximates the portfolio risk measure through, for example, Monte-Carlo simulation (if an analytical formula is used for risk measure calculation, then $\tilde{f} = f$).

In further discussion, we consider $RM$ from Equation (3) the true value of the risk measure — we assume the model correctly specifies the shape of asset return distributions (for example, normal distributions), the dependence structure (for example a Gaussian multi-factor model), and further, the model correctly values instruments in the portfolio. Given these assumptions, the statistical error in the estimated risk measure, $\text{Err}_{RM} = \tilde{RM} - RM$, can come from three broad sources and their possible interactions:

- Simulation noise or approximation error due to the fact that $f$ is not known and must be estimated via simulation or a numerical approximation procedure.
- Biases in parameter estimates. The input parameters, such as correlations and default probabilities, are estimated from data and/or by applying expert judgment. The estimation process can lead to biased estimates for various reasons — either the estimation method itself may be biased, the data used for estimation is unsuitable (for example, choosing too long a time period despite the fact that the parameter of interest might have changed during the period), or incorrect expert judgment.
- Statistical errors in parameters. Any estimation method based on a finite data sample, which does not represent the entire population, leads to parameter estimates subject to statistical errors or deviations from their expected (or population) values. All of the credit portfolio model’s input parameters, estimated based on data, such as correlations and default probabilities, contribute to this error.

This paper focuses solely on the statistical errors in estimated correlations and their impact on portfolio risk measures. We assume that all other inputs, such as default probabilities, are given. In the analytical section of this paper, we assume that function $f$ does not need approximating. However, when conducting simulation exercises for a multi-factor model, we must relax this assumption, as there is no analytical expression for $f$ in that situation.

Considering the case where only uncertainty in correlations leads to uncertainty in portfolio risk measure, we have

---

8 Parameter $\rho_{kl}$ is the correlation between asset returns of borrowers $k$ and $l$, while $\{\rho_{kl}\}_{1 \leq k < l \leq K}$ denotes the vector of all unique pairwise correlations across borrowers $1, ..., K$. The number of such correlations is $K(K - 1)/2$.

9 This correlation is related to the so-called RSQ value of the firm: $\rho_{k} = \sqrt{\text{RSQ}_k}$

10 Similar, to the single factor case, this correlation is related to the so-called RSQ value of the firm: $\rho_{k} = \sqrt{\text{RSQ}_k}$

11 As an example, see the paper by Huang, et al. (2012b).

12 There is a natural trade-off between using a longer time period of data (more observations, possibly non-stationary parameters) versus a shorter time period (fewer observations, stationary parameters). For a discussion of this topic within the context of estimating means, variances, and correlations of stock returns, see Brodie (1993).
\[
RM_p = f(\{\hat{\rho}_{kl}\}_{1 \leq i < k} ; \text{Other Inputs})
\] (6)

We further assume that the correlations are estimated without a bias, or at least a substantial bias, so that the main source of difference between the estimated value \(\hat{\rho}_{kl}\) and the true value \(\rho_{kl}\) can be attributed to the statistical error: \(Err_{RM_p} = \hat{\rho}_{kl} - \rho_{kl}\). \(^{13}\)

We are interested in understanding the magnitude of the error in the correlation estimates. For sufficiently large \(T\), the joint distribution of the correlation estimates can be approximated by a normal distribution thanks to the Central Limit Theorem:

\[
\sqrt{T}(\{\hat{\rho}_{kl}\}_{1 \leq i < k} - \{\rho_{kl}\}_{1 \leq i < k}) \sim N(0; \Sigma), \text{where } \Sigma = \{\sigma_{kl}\}_{1 \leq i < k}
\] (7)

It is worth highlighting that in the case of a single-pairwise correlation, the statement in Equation (7) is equivalent to the Fisher’s z-transformation result in Equation (1). The Fisher’s z-transformation is often used to speed up the convergence to normal distribution, because Equation (7) may require many observations (a large \(T\)) in order to hold, depending on the properties of the underlying asset return data. Another reason to use Fisher’s z-transformation is to stabilize its variance of correlation estimates, \(^{14}\) which matters especially for the extreme values of correlations close to 1 or –1.

We further assume that the correlations are estimated without a bias, or at least a substantial bias, so that the main source of errors in pairwise correlation estimates is \(\sigma_{kl}\) coming from Equation (7).

\[
\sigma^2_{RM} = \sum_{1 \leq i < K} \sum_{1 \leq i < j < K} \frac{\partial f}{\partial \rho_{kl}} \frac{\partial f}{\partial \rho_{ij}} \sigma_{kl,ij}
\] (8)

The covariance terms \(\sigma_{kl,ij}\) in Equation (8) come from Equation (7) and the partial derivative terms \(\frac{\partial f}{\partial \rho_{kl}}\) are evaluated at the true values of asset correlations \(\{\rho_{kl}\}_{1 \leq i < k}\).

If we measure uncertainty in estimates using standard deviation, Equation (9) implies the relationship between uncertainty in portfolio risk measure and the correlation estimates:

\[
\text{std}_T(RM_p) = \frac{1}{\sqrt{T}} \sqrt{\sum_{1 \leq i < K} \sum_{1 \leq i < j < K} \frac{\partial f}{\partial \rho_{kl}} \frac{\partial f}{\partial \rho_{ij}} \sigma_{kl,ij} + \sum_{1 \leq i < k} \frac{\partial f}{\partial \rho_{kl}}} \cdot \text{std}_T(\hat{\rho}_{\text{avg}})
\] (9)\(^{18}\)

where the average correlation estimate is defined as

\[
\hat{\rho}_{\text{avg}} = \sum_{1 \leq i < k} w_{kl} \cdot \hat{\rho}_{kl}, \text{ with } w_{kl} = \frac{\partial f / \partial \rho_{kl}}{\sum_{1 \leq i < k} \partial f / \partial \rho_{kl}}
\]

\(^{13}\) If the estimator is consistent, the bias impact becomes small, as the number of observations increase.

\(^{14}\) Note, while the variance in Equation (1) does not depend on the correlation level, it does in Equation (7), through the term \(\sigma_{kl,kl}\).

\(^{16}\) We use subscript \(T\) for terms where we want to stress dependence on the number of observations.

\(^{18}\) To illustrate that this assumption underpinning the delta method is realistic, we can point to the single factor case in Equation (24), Section 4, in which the capital is a continuously differentiable function of the correlation parameters.

\(^{17}\) The delta method is a standard statistical technique, described for example in Section 3 of van der Vaart (2000).

\(^{18}\) We note that if \(f\) is an increasing function of correlations, then the absolute value in the first equation is redundant. This would be the case of capital, for example, on an accrual loan portfolio.
and its standard deviation is

\[ \text{std}_T(\bar{\rho}_{\text{Avg}}) = \frac{1}{\sqrt{T}} \sqrt{\sum_{1 \leq s<K} \sum_{1 \leq t<s \leq K} w_{kt}w_{tj} \sigma_{kl,j}} \]

Equation (9) provides a framework to study how uncertainty in correlation estimates impacts uncertainty in portfolio risk measures. It includes the interactions of the individual correlation estimates through terms \( \sigma_{kl,j} \) and then conveniently summarizes the uncertainties of all correlation estimates into a single quantity — \( \text{std}_T(\bar{\rho}_{\text{Avg}}) \) — the quantity that ultimately matters with in the portfolio context.

Section 3 discussed properties of the uncertainty in the average correlation. The following section presents examples of correlation models and risk measures, where \( f \) is smooth and the terms \( \frac{\partial f}{\partial \rho_{kl}} \) can be expressed analytically. These include \( EC \) in a single factor asymptotic model or \( UL \). In some cases, such as \( EC \) for a small portfolio, \( f \) may not be a smooth function of correlations, but, even then, the general idea behind Equation (9) provides a useful framework for thinking about link between uncertainty in correlations and uncertainty in portfolio risk measures.
3. Properties of Uncertainty in Correlations

This section focuses on understanding properties of the uncertainty in average correlation estimator introduced in Equation (9), in the context of both a structure-free pairwise correlation case, as well as a single-factor correlation model.

3.1 Uncertainty in Average Correlation

The question of interest is how the uncertainty of average correlation estimate from Equation (9), \( \text{std}_T(\overline{\rho_{\text{Avg}}}) \), depends on the number of observations \( T \), size of the portfolio \( K \), and the correlation levels \( \{ \rho_{kl} \}_{1 \leq k < l \leq K} \).

Dependence of the uncertainty on number of observations is fairly straightforward — the standard deviation of average correlation converges to zero at rate \( 1/\sqrt{T} \) as \( T \) becomes large:

\[
\text{std}_T(\overline{\rho_{\text{Avg}}}) \xrightarrow{1/\sqrt{T}} 0 \quad \text{as} \quad T \to \infty
\]

In order to express dependence on portfolio size, we must decompose the standard deviation \( \text{std}_T(\overline{\rho_{\text{Avg}}}) \) in more detail. Namely, we consider three cases of covariances of correlation estimates \( \sigma_{kl,j} \): the variance of a single pairwise correlation \( (k, l) = (i, j) \), the case of two pairwise correlations where one asset return is common to both pairs \( (i, j) \neq (k, l) \) and \( \{i, j\} \cap \{k, l\} = \emptyset \), and finally, the case of two pairwise correlations where the two pairs contain completely different asset returns \( (i, j) \neq (k, l) \) and \( \{i, j\} \cap \{k, l\} = \emptyset \).

Equation (13) shows that pooling the correlation estimates using average correlation in a portfolio context can reduce the uncertainty we typically see in individual pairwise correlations; certain portions of the statistical errors in the individual correlations are diversified away when considered within a portfolio.

\[
\text{std}_T(\overline{\rho_{\text{Avg}}}) \leq \sum_{1 \leq k < l \leq K} w_{kl} \text{std}_T(\rho_{kl})
\]

A well-known result, presented by, for example, Steiger (1980), provides analytical expression for the terms \( \sigma_{kl,j} \):

A case of non-overlapping pair of asset returns \( (i, j) \neq (k, l) \) and \( \{i, j\} \cap \{k, l\} = \emptyset \)

\[
\sigma_{kl,j} = \frac{1}{2} \left\{ (\rho_{ki} - \rho_{kl}) (\rho_{ij} - \rho_{il}) + (\rho_{kj} - \rho_{kl}) (\rho_{lj} - \rho_{kl}) + (\rho_{ki} - \rho_{ij}) (\rho_{lj} - \rho_{il}) + (\rho_{kj} - \rho_{il}) (\rho_{lj} - \rho_{lj}) \right\}
\]

A case of one common asset return in the two pairs (can be directly derived from the Equation above)

\[
\sigma_{kl,j} = \rho_{ij} (1 - \rho_{kl}^2 - \rho_{lj}^2) - \frac{1}{2} \rho_{kl} \rho_{kj} (1 - \rho_{kl}^2 - \rho_{lj}^2 - \rho_{lj}^2)
\]

A case of variance for (can be directly derived from the Equation above)\( ^{20} \)

\[
\sigma_{kl} = (1 - \rho_{kl}^2)^{2}
\]

Equations (11) and (12) allows us to comment on impact of portfolio size on the precision of average correlation estimate. First, we can compare precision of the average correlation estimate to the average precision of pairwise correlations: \( ^{21} \)

\[
\text{std}_T(\overline{\rho_{\text{Avg}}}) \leq \sum_{1 \leq k < l \leq K} w_{kl} \text{std}_T(\rho_{kl})
\]

\( ^{19} \) The term under the arrow indicates speed of convergence.

\( ^{20} \) This formula represents asymptotic variance of \( \rho_{kl} \), while Equation (1) provides asymptotic variance for the Fisher’s z-transformation of \( \rho_{kl} \).

\( ^{21} \) Equation (13) follows from basic properties of covariances: \( \sigma_{kl,j} \leq \sqrt{\sigma_{kl} \sigma_{lj}} \). In that formula, we use notation \( \text{std}_T(\rho_{kl}) = \frac{1}{\sqrt{T}} \sigma_{kl} \).
How does the uncertainty change when we increase the size of the portfolio: \( K \to \infty \)? As Equation (12) indicates, it is possible that all cross-covariances of correlation estimates, \( \sigma_{klj} \), are not zero. This means that all the terms in Equation (11) could be non-zero (the total number of terms is \( \frac{K(K-1)}{2} \)). We assume the portfolio size increases in such a way that no sets of exposures dominate, meaning that \( w_{kl} \to 0 \) at rate \( \frac{1}{K^2} \) as the portfolio size increases. In this case,

\[
\text{std}_T(\hat{\rho}_{Avg}) \to c \quad \text{as} \quad K \to \infty, \quad \text{where} \ c \geq 0
\]  

(14)

The asymptotic uncertainty \( c \) can be zero in some situations, such as when the true pairwise correlations \( \rho_{kl} \) are zero (or one). That is not the case in usual credit risk applications. The uncertainty in that context therefore cannot be arbitrarily reduced by increasing the size the of the portfolio. In other words, there is a positive limit to which the statistical error can be mitigated in a large portfolio, but not beyond that limit.

The interpretation of the limit \( c \) is that it represents a systematic component of the statistical errors and it cannot be diversified away even in the large portfolio context. This systematic component exists as long as the true pairwise correlations are positive.

To understand the dynamics in Equation (14) better, we consider a simple case of a portfolio consisting of equally weighted exposures with equal characteristics and correlations: \( w_{kl} = \frac{2}{K(K-1)} \) and \( \rho_{kl} = \rho \) (for all \( 1 \leq k < l \leq K \)):

\[
\text{std}_T(\hat{\rho}_{Avg}) = \sqrt{\frac{1}{T} \cdot \sum_{1 \leq k < l \leq K} \sum_{1 \leq i < j < k} w_{kl}w_{lj} \sigma_{klj} =}
\]

\[
= \sqrt{\frac{1}{T} \cdot w_K \cdot \sqrt{g_{1,K}(1 - \rho^2)^2 + g_{2,K} \left[ \rho(1 - 2\rho^2) - \frac{1}{2} \rho^2(1 - 3\rho^2) \right] + g_{3,K} [2\rho^2(1 - \rho)^2]}}
\]

where \( w_K = \frac{2}{K(K-1)} \approx \frac{1}{K^2} \) is the weight of one instrument

\( g_{1,K} = \frac{K(K-1)}{2} \approx K^2 \) is the number of variance terms

\( g_{2,K} = \frac{2K(K-1)(K-2)}{2} \approx K^3 \) is the number of covariance terms with one overlapping asset return

\( g_{3,K} = \frac{K(K-1)(K-2)(K-3)}{4} \approx K^4 \) is the number of covariance terms with no overlapping asset returns

For a large portfolio, only the term \( g_{3,K} \) matters, because only the number of number of covariance terms with no overlapping asset returns is large enough to outweigh the impact of diminishing weights \( w_K \). Thus,

\[
\text{std}_T(\hat{\rho}_{Avg}) \to \frac{2}{\sqrt{T}} \cdot \rho(1 -\rho) \quad \text{as} \quad K \to \infty
\]  

(15)

\[22 \text{ The approximation } \approx \text{ applies to large portfolio cases.}\]

\[23 \text{ We assume that } \rho \geq 0.\]
Figure 3 Uncertainty in average correlation estimate under various parameters (number of observations $T$, portfolio size $K$, and level of correlation $\rho$), assuming that all pairwise correlations in the portfolio are equal.

Equation (15) provides an analytical expression for uncertainty in average correlation estimate, within a general case as well as in the case of a large portfolio. Figure 3 summarizes the uncertainty properties. As mentioned before, the number of observations $T$ can potentially reduce the uncertainty by a substantial amount. On the other hand, Figure 3 shows that portfolio size has an impact when the portfolio size grows to tens of firms, but after it crosses one hundred firms, there is no further reduction in the uncertainty, because the correlation error components that are not systematic have already been diversified away.

For dependence on correlation levels, as Equation (16) and Figure 3 suggest, the estimates exhibit minimum error for true correlation levels around zero and one, while the uncertainty is largest for correlation levels around 50%.

We have focused so far on the simple case with equal correlations. We next show an example of realistic portfolios containing 10 and 500 large corporate exposures across multiple countries and industries. Table 1 summarizes distributions of pairwise correlations in the portfolios.

**Table 1**

**Correlation Summary for Sample Portfolios**

<table>
<thead>
<tr>
<th>PORTFOLIO</th>
<th>ASSET CORRELATION SUMMARY STATISTICS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MEAN</td>
</tr>
<tr>
<td>10 Exposures</td>
<td>26.0%</td>
</tr>
<tr>
<td>500 Exposures</td>
<td>26.0%</td>
</tr>
</tbody>
</table>

Figure 4 presents a simulation analysis, where we simulate time series of asset returns from the correlations presented in Table 1 over $T = 156$ weeks and 818 weeks. Subsequently, we summarize the sampling distribution of the average correlation across the simulation trials. As Figure 4 shows, increasing the number of observations substantially reduces the variance of the distribution. While the variance of average correlation for the portfolio of 10 exposures is considerably lower than if we assume the average correlation is based on a single pair of returns, the magnitude of improvement falls when we move to the 500 exposure portfolio. Larger portfolios would exhibit even less marginal improvement, as discussed earlier in this section.

24 The 818 observations corresponds to the number of observations in GCorr 2015 Corporate, where we use weekly data from July 1, 1999–March 31, 2015.
3.2 Factor Model

Section 3.1 examines the case of estimating correlations as pairwise sample correlations. In practice, however, correlations are often estimated using a factor model. Let us therefore consider a factor model

\[ r_k = \sqrt{R^2_k} \cdot \phi_k + \sqrt{1 - R^2_k} \cdot \epsilon_k, \]  

\[ (16) \]

where \( \phi_k \) is the systematic factor for firm \( k \), a linear combination of an underlying set of several factors (for example, representing country and industry risk), and \( \epsilon_k \) is the idiosyncratic factor for firm \( k \). Parameter \( R^2_k \) reflects the sensitivity of the firm \( k \)'s asset return to its systematic factor – \( \text{corr}(r_k, \phi_k) = \sqrt{R^2_k} \). Asset correlations across firms in the factor model can be expressed as:

\[ \rho_{kl} = \text{corr}(r_k, r_l) = \sqrt{R^2_k \cdot R^2_l} \cdot \text{corr}(\phi_k, \phi_l), \]  

\[ (17) \]

We focus specifically on a single-factor model, defined as \( \phi_k = \phi \), which allows us to study uncertainty in correlation estimates using analytical methods in the single-factor model, \( \rho_{kl} = \sqrt{R^2_k \cdot R^2_l} \).

Estimating correlations across firms thus means estimating the RSQ values,\(^{25}\) accomplished by regressing time series of asset returns on the time series of the factor and reporting \( R^2_k \) — the regression RSQ values (coefficients of determination).

Given that \( \sqrt{R^2_k} \) is equivalent to the empirical correlation between the asset return and systematic factor time series, we can use results from Section 3.1 to describe statistical properties of correlation estimates in the single-factor model. We first focus on

\[ ^{25} \text{We assume that the time series of the factor } \phi \text{ is available. In practice, this factor can be unobservable, in which case, we must estimate it from the time series of the asset returns. This process can add error to the estimates of correlations across firms. Such an error will be small, however, if the factor is estimated based on asset returns of a large number of firms.} \]
the estimator of a single correlation between two firms: \( \hat{\rho}_{kl} = \sqrt{R^2_{Q_k}} \cdot \sqrt{R^2_{Q_l}} \). We can use the delta method to quantify the uncertainty in this estimator measured by the standard deviation: \[\begin{align*}
\text{std}_{T} (\hat{\rho}_{kl}) &= \\
&= \frac{1}{T} \cdot \sqrt{\left(1 - R^2_{Q_k} R^2_{Q_l}\right)^2 - (1 - R^2_{Q_k})(1 - R^2_{Q_l})}
\end{align*}\] (18)

We provide a detailed derivation of Equation (18) in Appendix A. What if the correlation \( \rho_{kl} \) is not estimated using the single-factor model, but simply as an empirical pairwise correlation of the asset return time series? In that case, the standard deviation of the estimate can obtained from Equation (12), while using the link between the correlation and RSQ values in Equation (17):

\[\begin{align*}
\text{std}_{T}^{\text{pairwise}} (\rho_{kl}) &= \frac{1}{T} \cdot \sqrt{\left(1 - R^2_{Q_k} R^2_{Q_l}\right)^2}
\end{align*}\] (19)

We compare the uncertainty in an individual correlation estimate based on the single-factor model, \( \text{std}_{T} (\hat{\rho}_{kl}) \) from Equation (18), and based on the pairwise empirical correlation, \( \text{std}_{T}^{\text{pairwise}} (\rho_{kl}) \) from Equation (19). It is clear that the single-factor model estimate contains less statistical error, which leads us to the following conclusion: if asset returns follow a single-factor model, it is preferable to utilize that structure in estimation as opposed to calculating empirical pairwise correlations.

We illustrate this precision gain using the single-factor model in Figure 5, where we plot the standard deviations for the two cases in relation to \( R^2_{Q_k} \) (we set \( R^2_{Q_l} = R^2_{Q_k} \) ) in that example. As the chart shows, the single-factor model enables the largest benefits in reducing statistical errors in cases of low RSQ values. Even for RSQ values of around 50%, however, the statistical error is reduced by a quarter. Given that the range from low to 50% RSQ values covers typical corporates (for example, based on the GCorr Corporate Model), these precision gains help with estimation of correlations in practice. The benefit of the single-factor model vanishes with RSQ values approaching 100%.

Figure 5 Uncertainty in a pairwise correlation estimate under a single-factor model assumption with the two firms having identical RSQ values.

We have focused on one pairwise correlation in a single-factor model so far. Next, we explore statistical properties of the average correlation estimate for a portfolio, \( \hat{\rho}_{\text{Avg}} = \sum_{1 \leq k < \leq K} w_{kl} \cdot \hat{\rho}_{kl} \), where \( \hat{\rho}_{kl} \) is determined within the single-factor framework. To obtain tractable analytical expressions, we consider the asymptotic case of a large, equally-weighted portfolio, with equal correlations (\( K \rightarrow \infty \), \( w_{kl} = w_K \), and \( R^2_{Q_k} = R^2_{Q_l} \)). As Equation (15) indicates, the uncertainty in \( \hat{\rho}_{\text{Avg}} \) is driven only by

\[\begin{align*}
\text{std}_{T} (\hat{\rho}_{\text{Avg}}) &= \frac{1}{T} \cdot \sqrt{\left(1 - R^2_{Q_k} R^2_{Q_l}\right)^2}
\end{align*}\] (15)

\[\begin{align*}
\text{std}_{T}^{\text{pairwise}} (\rho_{kl}) &= \frac{1}{T} \cdot \sqrt{\left(1 - R^2_{Q_k} R^2_{Q_l}\right)^2}
\end{align*}\] (19)

Due to the assumptions of the delta method, the formula applies only if \( R^2_{Q_k} > 0 \) and \( R^2_{Q_l} > 0 \).
covariances of correlation estimates of distinct pairs of firms \( \sigma_{k,l} \) for \((i, j) \neq (k, l) \) and \( \{i, j\} \cap \{k, l\} = \emptyset \). In Appendix A, we derive expressions for these covariances within the single-factor framework, and show that:

\[
\text{std}_{T} \left( \hat{\rho}_{\text{Avg}} \right) \rightarrow \frac{1}{\sqrt{T}} \cdot \text{RSQ} \cdot (1 - \text{RSQ}) \quad \text{as} \quad K \to \infty
\]

(20)

The question is how this uncertainty compares to the case when the correlations \( \hat{\rho}_{kl} \) are estimated as pairwise empirical correlations. By using the result from Equation (15) and recognizing that \( \rho = \text{RSQ} \) (pairwise correlation equals the RSQ value in a single-factor model with identical RSQ values across exposures), we obtain that \( \text{std}_{T} \left( \hat{\rho}_{\text{Avg}} \right) \) converges to \( \frac{1}{\sqrt{T}} \cdot \text{RSQ} \cdot (1 - \text{RSQ}) \) — an identical asymptotic value to the one in Equation (20). This means that using a single-factor model does not improve portfolio-wide statistical performance for large granular portfolios. In other words, the portfolio-wide statistical error hits the same lower boundary for both the empirical pairwise correlation approach and the single-factor approach, and there cannot be additional precision gains.27

What are the implications of the results from this section? Compared to using empirical pairwise correlations as an estimation method, a factor model (a single-factor model in our examples) reduces statistical error in estimates of individual pairwise correlations but not in the portfolio-level, average correlation statistic, if the portfolio is large and well-diversified. Under the circumstances considered in our examples, there is therefore no improvement in statistical quality of the overall credit portfolio risk measure using a factor model for such a portfolio. The improvement for individual pairwise correlations is, however, very important, because a credit portfolio analysis does not involve only calculating portfolio-level measures for large well-diversified portfolio. Some portfolios are heavily concentrated in several names, or contain only few exposures — and that is where precision in individual pairwise correlations matters.

Using a factor model provides additional benefits. This paper assumes an idealized case utilizing asset return time series of the same length and quality for all firms. This is rarely the case in practice. Factor models are better equipped to deal with data issues than calculate empirical pairwise correlations, which makes using appropriately defined factor models preferable to relying on (large) matrices of empirical pairwise correlations.

In order to illustrate the results of this section on a realistic portfolio, we take the portfolios from Table 1, and simulate asset returns to calculate a sampling distribution of average correlations, as well as a select pairwise correlation. We perform this exercise, however, under three settings: estimating the correlations as pairwise correlations, as correlations coming from a single-factor model, and as correlations coming from a multi-factor model.28 To ensure that the correlations can be represented as coming from a single- or a multi-factor model, we adjust the values summarized in Table 1 as necessary, while keeping the mean the same as the original mean value in the table.

As Figure 6 shows, the average correlation distributions based on the three methods are similar. On the other hand, the correlation estimate for a single pair of asset returns shows less uncertainty if based on a factor model rather than calculated as an empirical pairwise correlation.

Note, in the multi-factor model specified in (17), the correlation estimate consists of estimated RSQ value as well as estimated factor correlation \( \text{corr}(\phi_k, \phi_l) \). Given the presence of estimated factor correlations and given the differences in RSQ, uncertainty in the multi-factor model case and the single-factor model case should not be compared.

---

27 As in Equation (15), the other terms besides \( \sigma_{k,l} \) for distinct pairs matter if the portfolio is small or not granular. In that case, the single-factor model can bring some reduction in the portfolio-level statistical error.

28 We simulate 110 factors (49 country factors and 61 industry factors) and assume that all factors \( \phi_k \) in Equation (16) are linear combinations of these 110 factors.
Figure 6  Distribution of average and pairwise correlation estimates under: empirical correlation estimation, a single-factor model, a multi-factor model assumption. We use the portfolio of 500 exposures from Table 1.
4. Impact of Uncertainty in Correlations on Risk Measure Estimates

This section presents numerical examples illustrating the magnitude of uncertainty in portfolio risk measures. We also examine the results within context of the previous discussion because the uncertainty at the portfolio level can be conceptually inferred from uncertainty in the average correlations, which we demonstrated in Section 2. We then addressed the uncertainty in the average correlations in Section 3.

We consider a credit model where loss is incurred only in the case of a default. As in Section 2.1, a default occurs only if the borrower’s asset return falls below a pre-specified barrier, given by the borrower’s credit quality: \( r_k < N^{-1}(PD_k) \). If default occurs, the loss is a fixed proportion of notional, \( LGD_k \). The portfolio loss is therefore given by the following formula:

\[
\bar{L} = \sum_{k=1}^{K} w_k \cdot LGD_k \cdot I[r_k < N^{-1}(PD_k)]
\]  

(21)

The random changes in credit qualities \( r_k \) drive the randomness in loss \( L \). Note, we can express the expected loss as \( EL = \sum_{k=1}^{K} w_k \cdot LGD_k \cdot PD_k \).

4.1 Portfolio-Level Risk Measures

Equation (21) serves as a starting point for calculating the two portfolio level risk measures: Unexpected Loss as \( U_L = std(\bar{L}) \) and Economic Capital as the percentile of the loss in excess of expected loss: \( P(\bar{L} - EL > EC) = \alpha \).

We begin by focusing on the \( UL \), which we can express analytically as follows:

\[
UL = \sum_{k=1}^{K} w_k^2 U_{L_k}^2 + \sum_{k \neq i}^{K} w_k w_i LGD_k LGD_i \cdot \{ N_2(N^{-1}(PD_k), N^{-1}(PD_i), \rho_{kl}) - PD_k PD_i \}
\]  

(22)

where \( U_{L_k} = LGD_k \sqrt{PD_k(1 - PD_k)} \), symbol \( N_2 \) denotes the bivariate standard normal cumulative distribution function, and \( \rho_{kl} \) is the correlation of asset returns \( r_k \) and \( r_i \).

Equation (22) applies to all correlation models, which enter the formula through the asset correlation \( \rho_{kl} \). In order to assess impact of uncertainty in correlations on unexpected loss, we study the distribution of \( \bar{UL} \) — the value of \( UL \) from Equation (22), which uses estimated parameters, \( \hat{\rho}_{kl} \), in place of asset correlations.

In addition to unexpected loss, we also analyze the impact of uncertainty in correlations on economic capital. Given that there is no analytical formula for \( EC \), bar very special cases, we estimate this risk measure using simulation. We run this simulation with estimated correlation parameter, \( \hat{\rho}_{kl} \), and obtain \( \hat{EC} \) simply as the quantile of the simulated distribution of \( \bar{L} \). Thus, the uncertainty in the economic capital captures both uncertainty in correlation estimates as well as sampling error due to simulation. The only case where capital can be expressed analytically is the single-factor case:

\[
EC = \sum_{k=1}^{K} w_k \cdot LGD_k \cdot \left\{ N\left( N^{-1}(PD_k), \frac{\sqrt{RSQ_k} \cdot N^{-1}(\alpha)}{\sqrt{1 - RSQ_k}} \right) - PD_k \right\}
\]  

(23)

We denote by \( \hat{EC} \), the single-factor capital calculated using Equation (23), but with estimated RSQ values \( \hat{RSQ}_k \). Note, the randomness in this capital measure is driven completely by statistical error in the RSQ value estimate.

Equation (9) in Section 2 linked credit risk measures to the properties of average correlations, which we discussed in Section 3. We can now apply the conclusions presented therein to estimates \( \bar{UL} \) and \( \hat{EC} \).

We consider two portfolios, equally weighted with 10 and 500 exposures, asset correlations from Table 1, \( PDs \) defined as \( EDs \) of the 10 and 500 largest global corporates, and \( LGDs \) set to 40%. Figure 7 and Figure 8 present the magnitude of uncertainty for the portfolios and for the various risk statistics. In our simulation analysis, even for a portfolio with 500 exposures, \( \hat{EC} \) is a

\[\text{We can use the formula for } EC \text{ in this case to illustrate the term } \xi = \sum_{k=1}^{K} \frac{\partial}{\partial \rho_{ab}} \text{ from Equation (9). Taking } RSQ_k = \rho_{ab} \text{ as the correlation of an obligor’s asset return with the systematic factor and interpreting the Economic Capital in (23) as } EC = \sum_{k=1}^{K} \frac{1}{\hat{\rho}_{ab}(RSQ_k)}, \text{ the term } \xi \text{ becomes } \sum_{k=1}^{K} \frac{1}{\hat{\rho}_{ab}(RSQ_k)}}.\]

Assuming equal weights for exposures in the portfolio, and equal PD, LGD, and RSQ values, we can write the term as \( \sum_{k=1}^{K} \frac{1}{\hat{\rho}_{ab}(RSQ_k)} = \frac{\partial}{\partial RSQ} \text{ thus, the uncertainty in the Economic Capital due to correlation error is } \text{std}(\hat{EC}) = \frac{\partial}{\partial RSQ} \text{ std}(\hat{PD}_{avg}).\]
discretely distributed variable concentrated in only several values (for example, four values)—these patterns are visible in Figures 7 and 8.

As we can see, the differences between uncertainties in the portfolio-level risk measures calculated based on the empirical pairwise correlations and factor models are not substantial.\textsuperscript{30}

Figure 7 also illustrates the magnitude of error in the estimated portfolio-level risk measures. As an example, the range between the 10\textsuperscript{th} and 90\textsuperscript{th} percentile for 10bps capital is approximately 24bps (2.80\%–3.04\%), and the standard deviation of the capital is 12bps.\textsuperscript{31} It is worth highlighting that this range and the standard deviation include two effects: the uncertainty in correlation estimates and the simulation noise from estimating the capital. We therefore plot a histogram in Figure 7, where we isolate the simulation noise impact by assuming constant ("true") correlations across all trials. As the results indicate, of the 24bps 10\textsuperscript{th}–90\textsuperscript{th} percentile range, 16bps come from the simulation noise, and the remaining part from the correlation estimate uncertainty. Similarly, 7bps of the capital volatility of 12bps comes from the simulation noise, while the remaining part can be attributed to the correlation estimate uncertainty.

**Figure 7** Uncertainty in \( \mathcal{L} \), \( \mathcal{E} \) for the portfolio with 500 exposures. We consider the empirical pairwise correlation method and the multi-factor model for estimating correlations. We use a simulation method to estimate \( \mathcal{E} \) and, therefore, present its distribution if we use the true correlations to illustrate how much simulation noise contributes to its uncertainty.

\textsuperscript{30} This can be shown using statistical tests. With the knowledge that not all assumptions of the F-tests for comparing volatilities or the Kolmogorov-Smirnov test for comparing distributions are met, we still perform the tests to obtain a general indication of whether the differences in volatilities and distributions are not substantial. In line with the theoretical results presented in this paper, the tests do not detect significant differences between uncertainties in the portfolio risk measures based on the empirical and factor-based estimations.

\textsuperscript{31} Note, the portfolio’s PD level impacts the capital level: the average PD for the portfolio with 500 exposures is 33.5 bps.
Figure 8 contrasts risk statistics based on the empirical correlation and single-factor approaches for estimating correlations. Conclusions are similar to those in Figure 7 — the uncertainty of portfolio-level statistics do not differ substantially. Thanks to Equation (24), we can determine $EC$ analytically for the single-factor case and thus remove the simulation noise effect. We show results based on this analytical capital calculation in the third histograms of Figure 8. As the histogram with the analytical calculation shows, the range between the 10th percentile and 90th percentile of the 10bps $EC$ in the single-factor case is 2.43%–2.70%, thus 27bps.

Note, the mean capital is different for the simulation case and analytical calculation case. The reason is the aforementioned discretization effect in the simulation case.
Figure 8  Uncertainty in $\hat{UL}, \hat{EC}$ for the portfolio with 500 exposures. We consider the empirical pairwise correlation method and the single-factor model to estimate correlations. While $\hat{EC}$ for the empirical pairwise correlation and for the chart labeled as single-factor model is subject to noise (it is estimated using simulation), the uncertainty in $\hat{EC}$ in the analytical calculation case is purely due to correlation uncertainty within the single-factor model.
Decomposition of Uncertainty in a Multi-Factor Model

As Equation (17) indicates, the correlation estimate in a multi-factor model is calculated as 
\[ \rho_{k,l} = \sqrt{RSQ_k} \sqrt{RSQ_l} \cdot corr(\phi_k, \phi_l). \]

We applied this formula in the multi-factor cases in Section 4.1. This section presents an example that decomposes the total impact of uncertainty in \( \rho_{k,l} \) on portfolio risk measure into two parts — one attributed to the effects of uncertainty in RSQ values and one to the uncertainty in the factor correlations \( corr(\phi_k, \phi_l) \).

We consider the portfolio of 500 exposures from Table 1 and run three simulations, similar to those in Figure 7, to obtain the distribution of \( EC \) (with 10bps tail probability). The first simulation assumes no uncertainty in any correlation parameter (and the distribution thus reflects simulation noise in the capital estimate). The second simulation adds the effect of uncertainty in RSQ, and the third simulation considers the effects of joint uncertainty in RSQ and factor correlations, equivalent to considering the overall uncertainty in asset correlations using a multi-factor model. Acknowledging that results of the exercise depend on sequencing of the runs, we conduct another exercise in which we add uncertainty in factor correlations in the second run and then add uncertainty in RSQ in the third run.

We are interested in the marginal increases in uncertainty in the capital estimate between the first and second runs, and then between the second and third runs. Figure 9 summarizes the results of the exercise.

As results suggest, the RSQ and factor correlation uncertainty effects are similar. One reason is that the average factor correlation in this exercise is 58%, not substantially different from the average RSQ value of 46% — thus, the two components in \( \sqrt{RSQ_k} \sqrt{RSQ_l} \cdot corr(\phi_k, \phi_l) \) are on average roughly similar. If factor correlations were substantially higher\(^\text{33}\), for example, the effect of RSQ uncertainty would dominate the factor correlations uncertainty.

\(^{33}\) The average factor correlation of 58% in our portfolio reflects the fact that exposures are dispersed across multiple countries. If all exposures belonged to a single country, the average factor correlation — as implied by the GCorr model — would be much higher, closer to the level of 80%. In that case, the factor correlations would capture only diversifications across industries, but not across countries.
Figure 9 EIC distribution for the portfolio with 500 exposures under the multi-factor correlation assumption. On the first row: the first histogram assumes no uncertainty in the correlation parameters; the second histogram adds the effect of uncertainty in RSQ; the third histogram considers the effects of joint uncertainty in RSQ and factor correlations. The second row of histograms adds the effect of uncertainty in factor correlations first, and uncertainty in RSQ afterwards.

<table>
<thead>
<tr>
<th>Economic Capital - 0.1% Target Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>True Correlations</td>
</tr>
<tr>
<td>Estimated RSQ, True Factor Corr</td>
</tr>
<tr>
<td>Estimated RSQ, Estimated Factor Corr</td>
</tr>
</tbody>
</table>

### Economic Capital - 0.1% Target Probability

<table>
<thead>
<tr>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
</tr>
<tr>
<td>100</td>
</tr>
<tr>
<td>200</td>
</tr>
<tr>
<td>300</td>
</tr>
<tr>
<td>400</td>
</tr>
</tbody>
</table>

4.3 Portfolio-Referent Exposure-Level Risk Measures

Sections 4.1 and 4.2 focus on portfolio-level risk measures. The question we examine here is how the uncertainty in correlations impacts exposure-level (but portfolio-referent) risk measures. Such measures include Risk Contribution (RC) and Tail Risk Contribution (TRC), widely used for allocating the overall portfolio risk to individual exposures.\(^{34}\) For an exposure \(k\), the measures

\(^{34}\) More details on the concepts of Risk Contribution and Tail Risk Contribution can be found in Levy (2008): An Overview of Modeling Credit Portfolios, and in the Moody’s Analytics document Modeling Credit Portfolios.
are formally defined as sensitivities of the portfolio’s Unexpected Loss and Economic Capital to the exposure’s weight in the portfolio: \( RC_k = \frac{\partial UL}{\partial w_k} \) and \( TRC_k = \frac{\partial EC}{\partial w_k} \).

Appendix B shows that \( RC_k \) represents a (scaled) correlation between the value of the exposure and the portfolio’s remaining value, which, in turn, depends on individual asset correlations within the entire portfolio. Thus, uncertainty in those correlations translates into a Risk Contribution estimate with a statistical error: \( RC_k \). In Appendix B, we also demonstrate that the statistical error in \( RC_k \) within a large portfolio depends on uncertainty in the overall portfolio average correlation \( \hat{\rho}_{\text{Avg}} \), as well as on uncertainty in the average asset correlation of exposure \( k \) with the rest of the portfolio: \( \hat{\rho}_{\text{Avg}, k} = \frac{1}{K} \sum_{l=1}^{K} w_l \cdot \hat{\rho}_{k, l} \).

Under simplified circumstances (equal correlations), and for a large portfolio, \( \hat{\rho}_{\text{Avg}, k} \) has similar properties as \( \hat{\rho}_{\text{Avg}} \), as we discuss in more detail in Appendix B — namely that its uncertainty remains the same, whether estimating correlations using a factor model or as empirical correlations. The reasoning is similar to the case of average correlation estimate \( \hat{\rho}_{\text{Avg}} \); the individual correlation errors that the factor model performs well at controlling are eliminated by averaging. Thus, the factor model loses its advantage over the purely empirical factor estimate in a large well-diversified portfolio. As a result, the magnitude of uncertainty in \( RC_k \) remains the same, irrespective of whether we use empirical correlation estimates or a factor model.

We reach similar conclusions using simulation analyses, if we assume realistic portfolio (i.e. correlations not equal), and if we consider \( TRC \).

To illustrate the magnitude of the uncertainty in \( TRC \), we present an example of an instrument in Figure 10. The two histograms compare the \( TRC_k \) uncertainty due to simulation noise only and due to simulation noise with the uncertainty in correlations. As the results show, the 10th-90th percentile range in \( TRC_k \) shows an increase from 17-21bps to 16-22bps as we introduce uncertainty in correlations. The standard deviation increases from 1.8bps to 2.3 bps.

**Figure 10** \( TRC_k \) distribution for the portfolio with 500 exposures, 10bps target probability, under the multi-factor correlation assumption. Instrument \( k \) has a PD of 1.02% and an RSQ of 50%.

Even though we conclude that uncertainty in the portfolio-level and exposure-level risk measures for large diversified portfolios does not depend on whether correlations are estimated as sample correlations or with a factor model, we should highlight the overall benefits of using factor models. Not only do they impose economic structure on correlations, thus allowing easier interpretation of the matrix or expert judgment overlay, they also control for outliers among individual pairwise correlations. Thus, they reduce statistical error when analyzing individual pairs of firms or when portfolios are either small or heavily concentrated in several names or categories.
5. Summary

This document describes how statistical errors in correlation estimates impact risk analysis of a credit portfolio. The statistical errors it focuses on represent sampling errors that naturally arise due to limited length of that time series which are used for estimation credit correlations among obligors. In line with portfolio context of our analysis, we do not examine single, pairwise correlation estimates in isolation (although we revisit well-known properties as a benchmark), but rather all pairwise correlations within the portfolio. The highly non-linear nature of the relationship between portfolio risk and correlations presents additional challenges for analyzing credit portfolios (compared to, for example, market portfolios), which we overcome by using the delta method.

We show that under certain assumptions, we can derive analytical properties of uncertainty in the portfolio risk measures. We link that uncertainty to uncertainty in a measure of average asset correlation. Our first conclusion is expected — uncertainty in the portfolio risk measures decreases with lengthening of the time series (at the rate of $\frac{1}{\sqrt{T}}$). Our second conclusion relates to portfolio size — as the number of obligors increases to a large number, reduction in the estimation error of average correlation, and, in turn, reduction in the estimation error of the portfolio risk measure, slows down, and the magnitude of the error remains positive, even for very large portfolios.

We examine effects of statistical errors coming from three methods of estimating correlations: empirical correlations, a single-factor model, and a multi-factor model. While we show the statistical errors in portfolio risk measures for very large portfolios are identical across these three methods, the factor models have several superior properties over empirical correlations. They impose economic structure on correlations and reduce the impact of outliers, as demonstrated by the lower uncertainty in individual pairwise correlation estimates under factor models. This effect is important for smaller portfolios or portfolios with heavy concentrations in several names.

We complement the conclusions with numerical examples that use portfolios with realistic correlation and PD parameters. These examples also illustrate the magnitude of the statistical errors in estimates of risk measures for those portfolios.
Appendix A  Uncertainty in a Single-Factor Model

This appendix revisits several analytical results for a single-factor model to provide more details regarding derivation.

Uncertainty in a Pairwise Correlation

Equation (18) presents the standard deviation of the pairwise correlation in a single-factor model: \( \text{std}_T (\hat{\rho}_{kt}) \). In such a model, the correlation estimate is a function of the RSQ values: \( \hat{\rho}_{kt} = \sqrt{\text{RSQ}_k \cdot \text{RSQ}_t} \). We can rewrite the RSQ value as \( \text{RSQ}_k = \rho_{k\Phi} \) — an estimate of the correlation between obligor \( k \)'s asset return and the systematic factor \( \Phi \). We denote the covariance matrix of \( \rho_{k\Phi} \) and \( \rho_{i\Phi} \) as \( \Sigma_{k\Phi, i\Phi} \). Note, the matrix entries represent variances and the covariance of \( \rho_{k\Phi} \) and \( \rho_{i\Phi} \) as provided by Equation (12) \( ^{35} \).

We can then express the pairwise correlation estimate as \( \hat{\rho}_{kt} = g(\rho_{k\Phi}, \rho_{i\Phi}) \), where \( g(x, y) = x \cdot y \). If the delta method assumptions are met, \( \text{std}_T (\hat{\rho}_{kt}) \) can be asymptotically approximated as \( ^{36} \)

\[
\text{std}_T (\hat{\rho}_{kt}) = \sqrt{\text{var}_T (\hat{\rho}_{kt}) + \rho_{k\Phi} \cdot \text{var}_T (\rho_{i\Phi}) + 2 \rho_{k\Phi} \rho_{i\Phi} \cdot \text{cov}_T (\rho_{k\Phi}, \rho_{i\Phi})}
\]

Applying Equation (12), and recognizing that \( \rho_{k\Phi} = \sqrt{\text{RSQ}_k} \) we obtain the result from Equation (18), for a sufficiently large \( T \):

\[
\text{std}_T (\hat{\rho}_{kt}) = \sqrt{\frac{1}{T} \cdot \left[ \rho_{k\Phi} (1 - \rho_{k\Phi}^2) + \rho_{k\Phi} (1 - \rho_{i\Phi}^2) + 2 \rho_{k\Phi} \rho_{i\Phi} \left( 1 - \rho_{k\Phi}^2 - \rho_{i\Phi}^2 \right) - \frac{1}{2} \left( 1 - \rho_{k\Phi}^2 - \rho_{i\Phi}^2 - \rho_{k\Phi} \rho_{i\Phi}^2 \right) \right]}
\]

\[
= \frac{1}{\sqrt{T}} \cdot \sqrt{\text{RSQ}_k \cdot (1 - \text{RSQ}_k)^2 + \text{RSQ}_k \cdot (1 - \text{RSQ}_k)^2 + \text{RSQ}_k \text{RSQ}_t \cdot (1 - \text{RSQ}_k)(1 - \text{RSQ}_t)}
\]

\[
= \frac{1}{\sqrt{T}} \cdot \sqrt{(1 - \text{RSQ}_k \text{RSQ}_t)^2 - (1 - \text{RSQ}_k)(1 - \text{RSQ}_t)}
\]

Covariance of two pairwise correlation estimates

Equation (20) provides the standard deviation of the average correlation in a single factor model, \( \text{std} (\hat{\rho}_{AVG}) \). As we show in Section 3.1, for a large portfolio, the only terms that matter for this standard deviation are covariances \( \sigma_{k\Phi, i\Phi} = \sqrt{T} \cdot \text{cov}_T (\hat{\rho}_{k\Phi}, \hat{\rho}_{i\Phi}) \). In a single-factor model, the pairwise correlations term can be expressed using the RSQ estimates, which can be, in turn, interpreted as the correlations of asset returns with the systematic factor. As a result, \( \sigma_{k\Phi, i\Phi} = \sqrt{T} \cdot \text{cov}_T (\rho_{k\Phi}, \rho_{i\Phi}, \rho_{k\Phi}, \rho_{i\Phi}) \). We denote the covariance matrix of the vector \( [\hat{\rho}_{k\Phi}, \hat{\rho}_{i\Phi}, \hat{\rho}_{k\Phi}, \hat{\rho}_{i\Phi}] \) by \( \Sigma_g \). The entries of the matrix represent variances and covariances of the pairwise correlation estimates and, thus, can be obtained using Equation (12) \( ^{37} \).

We define a two-dimensional function \( g \) as follows: \( g (\rho_{k\Phi}, \rho_{i\Phi}, \rho_{k\Phi}, \rho_{i\Phi}) = [\rho_{k\Phi}, \rho_{i\Phi}, \rho_{k\Phi}, \rho_{i\Phi}]^T \). We denote the covariance matrix of \( g (\rho_{k\Phi}, \rho_{i\Phi}, \rho_{k\Phi}, \rho_{i\Phi}) \) as \( \Sigma_g \). It has dimension 2x2 and its off-diagonal term is \( \text{cov}_T (\rho_{k\Phi}, \rho_{i\Phi}, \rho_{k\Phi}, \rho_{i\Phi}) \), the quantity of interest.

\( ^{35} \) The covariance corresponds to the following term in Equation (12): \( \text{cov}_T (\rho_{k\Phi}, \rho_{i\Phi}) = \frac{1}{T} \sigma_{k\Phi, i\Phi} \).

\( ^{36} \) We use the following gradient notation: \( \nabla g (x, y) = \begin{bmatrix} \frac{\partial g}{\partial x} (x, y) \\ \frac{\partial g}{\partial y} (x, y) \end{bmatrix} \).

\( ^{37} \) The covariances correspond to the following term in Equation (12): \( \text{cov}_T (\rho_{k\Phi}, \rho_{i\Phi}) = \frac{1}{T} \sigma_{k\Phi, i\Phi} \).
As in the pairwise correlation case, the delta method allows us to determine the matrix entries. If the delta method assumptions are met, and if $T$ is sufficiently large, we can approximate the matrix $\Sigma_g$ by $38 \nabla g(\rho_{k\phi}, \rho_{l\phi}, \rho_{i\phi}, \rho_{j\phi})$\times \Sigma_{k,l,i,j,\phi}$ $\nabla g(\rho_{k\phi}, \rho_{l\phi}, \rho_{i\phi}, \rho_{j\phi})$. The off-diagonal term can be derived straightforward as:

$$\text{cov}_T(\rho_{k\phi}, \rho_{l\phi}, \rho_{i\phi}, \rho_{j\phi}) = \rho_{i\phi}\rho_{j\phi} \cdot \text{cov}_T(\rho_{k\phi}, \rho_{l\phi}) + \rho_{k\phi}\rho_{l\phi} \cdot \text{cov}_T(\rho_{i\phi}, \rho_{j\phi}) + \rho_{k\phi}\rho_{l\phi} \cdot \text{cov}_T(\rho_{i\phi}, \rho_{j\phi}) + \rho_{k\phi}\rho_{l\phi} \cdot \text{cov}_T(\rho_{i\phi}, \rho_{j\phi})$$

$$= \frac{1}{T} \cdot \left( 1 - \rho_{k\phi}^2 \right) \left( 1 - \rho_{i\phi}^2 \right) + \left( 1 - \rho_{k\phi}^2 \right) \left( 1 - \rho_{j\phi}^2 \right) + \left( 1 - \rho_{i\phi}^2 \right) \left( 1 - \rho_{j\phi}^2 \right) + \left( 1 - \rho_{i\phi}^2 \right) \left( 1 - \rho_{j\phi}^2 \right)$$

$$= \frac{1}{T} \cdot \left( 1 - \rho_{k\phi}^2 \right) \left( 1 - \rho_{i\phi}^2 \right) \cdot \left( 2 - \rho_{k\phi}^2 - \rho_{i\phi}^2 \right)$$

$$= \frac{1}{T} \cdot \frac{1}{2} \cdot \sum_{l \neq k} \text{RSQ}_l \cdot \left( 2 - \text{RSQ}_l \right)$$

$$= \frac{1}{T} \cdot \frac{1}{2} \cdot \sum_{l \neq k} \left( 2 - \text{RSQ}_l \right) \cdot \sum_{l \neq k} \left( 2 - \text{RSQ}_l \right)$$

If we assume a homogeneous portfolio with equal weights and equal RSQ values, we have $\text{cov}_T(\rho_{k\phi}, \rho_{l\phi}, \rho_{i\phi}, \rho_{j\phi}) = \frac{1}{2} \cdot \text{RSQ}^2 \cdot (1 - \text{RSQ})^2$, leading to the convergence, for a large $T$, which we present in Equation (20): $\text{std}(\rho_{\phi}) \rightarrow \frac{2}{T} \cdot \text{RSQ} \cdot (1 - \text{RSQ})$ as $K \rightarrow \infty$.

---

38 In our notation, $\nabla g$ is a matrix of dimension 4x2: $\nabla g(\rho_{k\phi}, \rho_{l\phi}, \rho_{i\phi}, \rho_{j\phi}) = \begin{bmatrix} \rho_{i\phi} & 0 \\ \vdots & \vdots \\ 0 & \rho_{j\phi} \end{bmatrix}$
Appendix B  Uncertainty in a Risk Contribution

Section 4.3 discusses the impact of uncertainty in correlations on portfolio-referent, exposure-level risk measures. We now provide more detail on how the uncertainty affects Risk Contribution estimates.

Following the derivations in Moody’s Analytics document Modeling Credit Portfolios, we can use Equation (22) to express Risk Contribution as:

\[
RC_k = \frac{\partial UL}{\partial w_k} = \frac{1}{UL} \left\{ w_k UL_k^2 + \sum_{i=1}^{K} w_i LGD_k LGD_i \cdot \left\{ N_z (N^{-1} (PD_k), N^{-1} (PD_l), \rho_{kl}) - PD_k PD_l \right\} \right\} \tag{26}
\]

Assuming we estimate correlations with a statistical error, \( \hat{\rho}_{kl} \), their uncertainty translates into uncertainty of Risk Contribution estimate, \( \hat{RC}_k \), via two channels: \( \hat{UL} \) (the portfolio-level Unexpected Loss) and \( \hat{\rho}_{k,p}^{value} \) (the value correlation between the obligor \( k \) and the overall portfolio).

The uncertainty in the portfolio unexpected loss, \( \hat{UL} \), is driven by uncertainty in all pairwise correlations in the portfolio: \( \hat{\rho}_{kl} \) for all \( k \) and \( l \). Using Equation (9) and the results relating to uncertainty in average correlation estimate \( \hat{\rho}_{Avg,k} \), we can state that, for a large portfolio, the uncertainty in \( \hat{UL} \) is the same for empirical correlations and factor models, for a sufficiently large \( T \).

In contrast, the uncertainty in \( \hat{\rho}_{k,p}^{value} \) depends only on the correlations of the obligor \( k \)’s asset return with other obligors in the portfolio: \( \hat{\rho}_{kl} \) for all \( l \). Using the delta method in a similar way to Equation (9), we can show that the uncertainty in \( \hat{\rho}_{k,p}^{value} \) is driven by the uncertainty in \( \hat{\rho}_{Avg,k} = \frac{1}{K} \sum_{l=1}^{K} w_i \cdot \hat{\rho}_{kl} \) if \( T \) is sufficiently large.

For a large portfolio (\( K \to \infty \)), the standard deviation \( std(\hat{\rho}_{Avg,k}) \) depends only on covariances of the estimated pairwise correlations, where the pairs have one overlapping index — the index of obligor \( k \) (Equation (15)). We can apply Equations (12) to determine \( cov_T(\hat{\rho}_{kl}, \hat{\rho}_{lj}) \), for the case when correlations are estimated as empirical pairwise correlations:

\[
cov_T(\hat{\rho}_{kl}, \hat{\rho}_{lj}) = \frac{1}{T} \cdot \left\{ p_{lj} \left( 1 - \hat{\rho}_{kl}^2 - \hat{\rho}_{lj}^2 \right) - \frac{1}{2} \hat{\rho}_{kl} \hat{\rho}_{lj} \left( 1 - \hat{\rho}_{kl}^2 - \hat{\rho}_{lj}^2 \right) \right\} \tag{27}
\]

We can use the delta method, along the lines of Appendix A, to determine \( cov_{\varphi_T}(\hat{\rho}_{kl}, \hat{\rho}_{lj}) \) in the case of a single-factor model. Specifically, we have \( cov_{\varphi_T}(\hat{\rho}_{kl}, \hat{\rho}_{lj}) = \cov_T(\hat{\rho}_{k\varphi}, \hat{\rho}_{l\varphi}, \hat{\rho}_{k\varphi}, \hat{\rho}_{l\varphi}) \) in a single-factor model (\( \sqrt{RSQ_k} = \hat{\rho}_{k\varphi} \)). Matrix \( \Sigma_{k,l,\varphi} \) is the covariance matrix of \( \{\hat{\rho}_{k\varphi} \cdot \hat{\rho}_{l\varphi} \cdot \hat{\rho}_{k\varphi} \cdot \hat{\rho}_{l\varphi} \} \) and its entries are provided by Equation (12).

We define \( g(\hat{\rho}_{k\varphi}, \hat{\rho}_{l\varphi}, \hat{\rho}_{j\varphi}) = [\hat{\rho}_{k\varphi} \cdot \hat{\rho}_{l\varphi} \cdot \hat{\rho}_{k\varphi} \cdot \hat{\rho}_{l\varphi}]^T \) and denote the covariance matrix of \( g(\hat{\rho}_{k\varphi}, \hat{\rho}_{l\varphi}, \hat{\rho}_{j\varphi}) \) as \( \Sigma_{g} \). Its dimension is \( 2 \times 2 \) with \( \cov_{\varphi_T}(\hat{\rho}_{k\varphi}, \hat{\rho}_{l\varphi}, \hat{\rho}_{k\varphi}, \hat{\rho}_{l\varphi}) \), the quantity of interest, being its off-diagonal term.

If the delta method assumptions are met, and if \( T \) is sufficiently large, we can approximate the matrix \( \Sigma_{g} \) by \( 39 \varphi_T(\hat{\rho}_{k\varphi}, \hat{\rho}_{l\varphi}, \hat{\rho}_{j\varphi}) \times \Sigma_{k,l,\varphi} \times \varphi_T(\hat{\rho}_{k\varphi}, \hat{\rho}_{l\varphi}, \hat{\rho}_{j\varphi}) \). We can derive the off-diagonal term as:

\[
cov_T(\hat{\rho}_{k\varphi}, \hat{\rho}_{l\varphi}, \hat{\rho}_{k\varphi} \cdot \hat{\rho}_{j\varphi}) = \rho_{k\varphi} \rho_{l\varphi} \cdot \var_T(\hat{\rho}_{k\varphi}) + \rho_{k\varphi} \rho_{l\varphi} \cdot \cov_T(\hat{\rho}_{k\varphi}, \hat{\rho}_{l\varphi}) \rho_{k\varphi} \rho_{l\varphi} \cdot \cov_T(\hat{\rho}_{k\varphi}, \hat{\rho}_{l\varphi}) + \rho_{k\varphi} \rho_{l\varphi} \cdot \cov_T(\hat{\rho}_{l\varphi}, \hat{\rho}_{j\varphi}) + \rho_{k\varphi} \rho_{l\varphi} \cdot \cov_T(\hat{\rho}_{l\varphi}, \hat{\rho}_{j\varphi}) \nonumber
\]

\[
= \frac{1}{T} \left\{ \rho_{k\varphi} \rho_{l\varphi} \left( 1 - \hat{\rho}_{k\varphi}^2 \right)^2 \hat{\rho}_{k\varphi} \rho_{l\varphi} \cdot \left[ \rho_{k\varphi} \left( 1 - \hat{\rho}_{k\varphi}^2 - \hat{\rho}_{l\varphi}^2 \right) - \frac{1}{2} \hat{\rho}_{k\varphi} \rho_{l\varphi} \left( 1 - \hat{\rho}_{k\varphi}^2 - \hat{\rho}_{l\varphi}^2 \right) + \rho_{k\varphi} \rho_{l\varphi} \right] \right\} \tag{28}
\]

\[39\] In our notation, \( \varphi_T \) is a matrix of dimension 3x2: \( \varphi_T(\hat{\rho}_{k\varphi}, \hat{\rho}_{l\varphi}, \hat{\rho}_{j\varphi}) = \begin{bmatrix} \rho_{k\varphi} & 0 & \vdots \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \rho_{j\varphi} \end{bmatrix} \)
If we assume a large portfolio with uniform weights and uniform RSQ values, calculation of \( \text{cov}(\hat{\rho}_{ki}, \hat{\rho}_{kj}) \) from either Equation (27) or Equation (28) leads to the same expression:

\[
\frac{1}{1 - 2 \cdot \text{RSQ}} \cdot \left( \frac{1}{2} \cdot \text{RSQ} \cdot ((2 - \text{RSQ}) \cdot (1 - 2 \cdot \text{RSQ}^2) + \text{RSQ}^2) \right)
\]

Thus, \( \text{std}(\hat{\rho}_{\text{Avg,k}}) \), are the same for the pairwise empirical correlation and single-factor cases.

The results above confirm, under simplified circumstances, what we observe in our simulation exercise in Section 4.3:40 the uncertainty of Risk Contribution estimate in a large portfolio does not depend on whether the correlations are estimated as empirical pairwise correlations or through a factor model, because the differences between them get “averaged out.”

As we mentioned in Section 4.3, the conclusions above would be different for small or heavily concentrated portfolios, where a factor model would exhibit less uncertainty in portfolio-referent, exposure-level risk measures compared to the empirical correlation case.

Although it is not possible to derive similar analytical results for Tail-Risk Contribution, conceptually, the results we discuss for Risk Contributions apply to Tail-Risk Contributions as well.

40 Besides individual properties of the two average correlations that we discussed, \( \hat{\rho}_{\text{Avg}} \) and \( \hat{\rho}_{\text{Avg,k}} \), their covariance matters as well. We could use the same method as in this Appendix to show that their covariance does not depend on whether the correlations are estimated as sample correlations or using a single-factor model.
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